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Tungsten Fabric In China

TF China Community Kick off
● Qingdao, China – November 7th 2019
● 100+ participants
● http://net.it168.com/a2019/1108/6084/000006084057.shtml

http://net.it168.com/a2019/1108/6084/000006084057.shtml


Tungsten Fabric  + OpenStack ML2

OpenStack Integration with ML2



OpenStack ML2

● Two Deployment Models 

○ Monolithic Plugin

○ ML2 Plugin
Neutron
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Why ML2?

● Running Tungsten Fabric SDN along with other ML2 drivers 

● This facilitates:
○ Running OVS, SR-IOV and vRouter based works simultaneously

○ Running OVS and SR-IOV workloads and have Tungsten Fabric manage the  fabric

○ Live migration of OVS based computes to vRouter based computes

https://opendev.org/x/networking-opencontrail

https://opendev.org/x/networking-opencontrail


Tungsten Fabric  on the Edge

Tungsten Fabric And LF Edge



Why Edge Computing?

Edge 
Cloud

Central 
Cloud

Low-Latency
< 20 ms

Optimal

NFV Edge 
Infrastructure

Autonomous 
Devices

Industrial 
IOT

Immersive
Experience

s

Emerging technologies are 
demanding lower latency and 
accelerated processing at the edge

High-Latency
~25-200 ms

Not Optimal

Perform data
processing at the 
edge of the 
network, near 
data sources

Highly centralized
computing 
resources of cloud 
service providers



Emerging Edge Applications & Convergence of 
Technologies are demanding lower latency + accelerated 
processing



Q: What are the top 5 (or more) edge services?

Edge Killer Apps: Non-traditional video + Connected things 
that move

› Many metro IX locations within 20ms 
of parts of populations…

› Telcos have advantage of COs, cell sites, 
cell backhaul aggregation, fixed 
backhaul, street cabinets, etc. much 
closer to users 

› Edge enhanced apps include many 
elements: natural language, facial 
recognition, immersive experience, 
swarming

› Big (too much) bandwidth top driver
› Our categories are a grouping of 

several applications; can be user 
delivered

Source: IHS  Markit. NFV Strategies: Global Service Provider Survey, June 2017; Respondents control 61% of global telecom capex



Where are the edges?
Distributed cloud, edge compute, AI/ML, IoT, 5G, VNFs/NFV, FMC

Source: IHS  Markit. NFV Strategies: Global Service Provider Survey, June 2017; Respondents control 61% of global telecom capex

uCPE
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LF Edge - Founding projects

Platinum Members:

60 + Members 
already



Interoperability between IoT devices and applications

Lightweight real-time 
hypervisor

Application 
Interoperability

OS

Hypervisor

Device 
Provisioning

LF Edge

Infrastructure
Device Edge Control Edge Gateways (Thin and Thick) Industrial/ Telco 

Radio Edge/HCI
MDC 
Edge

On-Prem 
DC Edge

Telco/Cloud 
Edge

Trusted device onboarding 
across dynamic supply chain 
via Intel-Arm collaboration

API coordination 
for intelligent 

orchestration of 
IoT edge 

workloads

Edge Computing Glossary

Application and network 
provisioning and orchestration

Edge OS

OR

Scope of LF Edge

https://newsroom.intel.com/editorials/intel-arm-share-iot-vision-securely-connect-any-device-any-cloud/


Tungsten Fabric  on the Edge

Tungsten Fabric And  Akraino



Akraino is an Edge project targeted to
● Address Telco, Enterprise and Industrial IoT use cases 

Mission:

1. Create end to end configuration for a particular Edge Use case which is complete, tested and production deployable meeting the use case 
characteristics {Integration Projects - Blueprints}

2. Develop projects to support such end to end configuration. Leverage upstream community work as much as possible to avoid duplication.  
{Feature Projects}

3. Work with broader edge communities to standardize edge APIs {Upstream Open Source Community Coordination - For example, Socialization, 
so community tools and Blueprints can interoperate. This work can be a combination of an upstream collaboration and development within the 
Akraino community [i.e. a feature project]}

4. Encourage Vendors and other communities to validate Edge applications and VNFs on top of Akraino blueprints {Validation Project - ensures the 
working of a Blueprint}

14

Akraino Edge Stack Executive Summary



Use Case 1: Operator’s Owned Network Edge 
Optimal Zone For Edge Placement

…



Use Case 2: IOT Driving the New Edge for Enterprise
Retail, Transportation, Healthcare...



Akraino Edge Stack Blueprint

• User integrates multiple opensource
• Multiple gaps
• No integrated solution for Edge use cases
• Complex CI
• No guaranteed working solution

• Akraino Community Integrates 
multiple opensource for edge use 
cases.

• Bridge gaps (development of code in 
upstream and at Akraino)

• Fully integrated solution
• Simple CI
• Validated with multiple testing

Blueprint

Akraino Model Before Akraino



Akraino: Provider Access Edge + TF

Kubernetes Native Infrastructure for Industrial Automation

Target Industry: Telco, Enterprise

Purpose/Features
• Addresses generic Edge Use cases 

(small footprints deployments)

• Focused on Native Container 
workloads able to host NFV and MEC 
with no OpenStack 

• Manage edge stacks at scale and with a 
consistent, uniform user experience 
from infrastructure up to  workloads, 
on bare metal or public cloud



Akraino: Network Cloud & TF Integration

https://wiki.akraino.org/display/AK/Akraino+Network+Cloud+Blueprint+-+Reference+Architecture
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Control Plane 
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Tungsten Fabric  Mesh’es

Tungsten Fabric And  Network 
Service Mesh (NSM)



NSM - Developer’s Point of View



NSM - Operator’s Point of View



NSM - CNF Vendor’s Point of View



NSM + TF Integration

NSMgr

NetSvc
Registry

NSM
Mgr

TF
Forwarding

Element

Tungsten
Fabric

gRPC Contract

service Forwarder {
  rpc Request(crossconnect.CrossConnect) returns (crossconnect.CrossConnect);
  rpc Close(crossconnect.CrossConnect) returns (google.protobuf.Empty);

}

service MechanismsMonitor {
    rpc MonitorMechanisms (google.protobuf.Empty) returns (stream MechanismUpdate);
}



Common NFVI Telco Taskforce

SDN in CNTT 





•
•
•
•
•
•
•
•
•

https://wiki.lfnetworking.org/display/LN/CNTT+Workstreams


CNTT Participants






